
© Journal of Higher Education Outreach and Engagement, Volume 27, Number 1, p. 5, (2023)

Copyright © 2023 by the University of Georgia. eISSN 2164-8212 

 The Struggle Animates the Learning: Exploring 
Student Experiences with a Community-Engaged, 
Project-Based Course on Evaluation

Sarah V. Suiter, Kathryn Y. Morgan, and Amie Thurber

Abstract

For instructors engaged in teaching evaluation, bridging the gap between 
the content of formal educational experiences and what we want future 
evaluators to be able to do in practice remains a challenge. Studying the 
format and quality of university courses focused on program evaluation 
is one mechanism through which we might begin to narrow this gap. 
This article describes a community-engaged, project-based evaluation 
course that was taught during five semesters, and uses qualitative 
data to explore student experiences within the course along three 
dimensions: experiential education, interdisciplinary collaboration, 
and community partnerships. In particular, we highlight the productive 
yet uncomfortable role that challenge and ambiguity play in animating 
evaluation learning. We suggest implications for teaching evaluation 
based on our findings.
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S
criven (1991) described evaluation 
as a transdiscipline, noting that it 
is a discipline that serves and in-
tersects with many others, as well 
as one that spans research and 

practice. This means, among other things, 
that evaluators are prepared in a variety 
of disciplinary programs and professional 
trajectories (LaVelle & Donaldson, 2015), 
leading to a diverse educational profile for 
professional evaluators. As a result, there 
exist some differences of opinion about the 
core knowledge and skills required for eval-
uators, and the best ways to deliver them to 
aspiring professionals (Christie et al., 2014). 
In general, however, scholars note the im-
portance of hard skills (e.g., research design, 
instrument creating, data analysis) and soft 
skills (e.g., relationship building, commu-
nication, team management) in evaluation 
training (King et al., 2001; Russ-Eft et al., 
2008). Despite this emphasis, researchers 
repeatedly find gaps between what evalu-
ators are trained to do and what they must 
do in practice, especially related to soft 

skills (Dewey et al., 2008; Galport & Azzam, 
2017). For example, in a survey of evalua-
tion job-seekers, Dewey et al. (2008) asked 
respondents to rate their perceived ability in 
a list of evaluation competencies, and also 
asked which of the competencies had been 
taught in their degree programs. Aside from 
writing syntax (7%), the fewest respon-
dents reported that they had been taught 
“relating to clients or stakeholders” (22%), 
“project and/or team management” (21%), 
or “project planning” (28%). At the same 
time, evaluation employers rated these as 
some of the most important competencies 
among people they hire, and rated relating 
to clients or stakeholders and project and/
or team management as two of the areas 
in which they perceive the biggest gap be-
tween the needs of the field of evaluation 
and educational and/or practical experi-
ences of potential evaluators (Dewey et al., 
2008). Findings from a more recent survey 
of professional evaluators suggest this need 
persists: Respondents indicated that inter-
personal competence and reflective practice 
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were the two domains within which evalua-
tors are most in need of additional training 
(Galport & Azzam, 2017). Although the gap 
between the content of formal education and 
the expectations of practice likely exists in 
all professions, it is nevertheless worthwhile 
to consider the ways in which evaluation 
programs, courses, and professional devel-
opment activities can better align evaluator 
preparation with the necessities of the field.

Scholars in the field of teaching evaluation 
note four primary modalities through which 
evaluation knowledge is typically developed: 
university programs, professional develop-
ment workshops, webinars, and on-site 
training opportunities (LaVelle & Donaldson, 
2015). In a survey of American Evaluation 
Association members, respondents who 
reported taking evaluation-specific courses 
had done so in a professional development 
workshop format (Christie et al., 2014). 
Many practicing evaluators report having 
taken only one evaluation-specific course 
(Christie et al., 2014), and most evalua-
tion programs in the United States report 
having only two or three evaluation-spe-
cific courses (LaVelle & Donaldson, 2010). 
Nevertheless, LaVelle and Donaldson (2015) 
argued that “preservice education of evalua-
tors is integral to quality evaluation practice 
as well as socialization into the evaluation 
profession” (p. 40). One way to meet this 
need is by integrating evaluation training 
into the professional education of students 
preparing to work in service-related fields 
(e.g., education, nonprofit management, 
public health; Bakken et al., 2014; Davis, 
2006). Although a natural outgrowth of 
these observations is to recommend more 
robust academic programs devoted to evalu-
ation (and the authors agree), an equally 
important strategy is to create robust op-
portunities for applied, project-based learn-
ing through community-engaged evaluation 
courses. In this approach to teaching evalu-
ation, students apply their in-class learning 
to help meet the evaluation needs of a com-
munity partner, thus gaining knowledge and 
experience in both the hard and soft skills of 
evaluation (Bakken et al., 2014; Davis, 2006; 
Gredler & Johnson, 2001; Suiter et al., 2016).

Applied evaluation courses are an example 
of publicly engaged instruction (Doberneck 
et al., 2010); there are expected readings, 
assignments, and synchronous sessions for 
students, accompanied by community-en-
gaged work by students, which may include 
developing an evaluation tool, a compre-

hensive evaluation plan, and/or completing 
analysis of evaluation data and disseminat-
ing results. The literature suggests some 
variation in how applied evaluation courses 
are structured: Some courses engage all 
students with a single community partner 
(Bakken et al., 2014); in other courses stu-
dents are grouped in teams to support the 
needs of different community organizations 
(Suiter et al., 2016). Courses also differ on 
the extent to which the community partner 
participates, ranging from staff attending 
a single course session (Davis, 2006) to 
participating in the entirety of the course 
(Suiter et al., 2016).

Applied evaluation courses can serve as a 
critical form of professional socialization, 
particularly at the graduate level. O’Meara 
(2008) noted, “During the process of social-
ization, a person takes on characteristics, 
values, and attitudes, as well as knowledge 
and skills, that contribute to a new profes-
sional self” (p. 29). This socialization pro-
cess is nurtured over the course of graduate 
education. As outlined by Weidman et al. 
(2001) and summarized below, graduate 
students entering professional programs 
generally progress through a four-stage 
developmental process. The anticipatory 
stage includes the application and admis-
sion process; students often enter with an 
idealized set of expectations for their future 
practice and are novices in the field. In the 
formal stage, students engage in coursework 
to receive the formal introduction to the 
knowledge and skills needed in the field, and 
move from novice to apprentice, beginning 
to apply their learning under the guidance 
of instructors. As graduate students prog-
ress into the informal stage, they deepen 
their knowledge acquisition and learn more 
about the expected behaviors and practices 
of their field. In this stage, learning often 
occurs through immersive experiences 
with peers and faculty, though increas-
ingly outside formal instructional interac-
tions. Professional students begin to shift 
from seeing themselves as a student to an 
emerging sense of self as a professional. As 
students successfully matriculate through 
graduate training, they enter the personal 
stage, wherein they internalize a new pro-
fessional identity, synthesize learning and 
practice experiences, and deepen engage-
ment in their professional community.

Pedagogically, applied evaluation courses 
help students bridge the formal and in-
formal stages of their development. This 
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type of instruction provides some struc-
tural elements of the formal stage (such as 
course readings and periods of instruction) 
while introducing conditions of the infor-
mal stage, principally a focus on applied, 
project-based learning. Importantly, ap-
plied evaluation courses require students to 
engage with layers of complexity and dif-
ficulty that mirror the work of professional 
evaluators. Learning through difficulty is 
in fact a principal strength of community-
engaged learning. As noted by Warner 
(2020), "As they engage in the community, 
students interact with unfamiliar people, 
settings, and tasks that generate a level of 
‘disequilibrium’ and anxiety that stimulates 
deep learning” (p. 436). For students in ap-
plied evaluation settings, this disequilibrium 
often results from a fixed time span, limited 
instructor-derived requirements, and com-
plex group dynamics (Dewey et al., 2008; 
Trevisan, 2004).

Furthermore, by drawing on real-world 
scenarios and applications, applied evalu-
ation courses align with best practices in 
adult education, which emphasize a focus 
on collaboration, self-directed learning, 
and integration of past knowledge and new 
skills (Bakken et al., 2014; Johnson, 2017; 
Suiter et al., 2020). Reflecting on the value 
of applied evaluation experiences for gradu-
ate students, Gredler and Johnson (2001) 
concluded, “Perhaps most important is the 
nurturing of emerging professionalism. This 
benefit can only occur, we believe, through 
participation in an evaluation with real-
world client concerns and time pressures, 
but that also provides faculty guidance and 
support" (p. 103). The bridging of applica-
tion of skills and instructional support, such 
as occurs in applied evaluation courses, thus 
appears to be a pedagogically strong way to 
meet the need for more robust preservice 
education and socialization of evaluators.

The growing body of case descriptions of ap-
plied evaluation courses is invaluable to in-
structors seeking assistance in course design 
(Bakken et al., 2014; Davis, 2006; Gredler & 
Johnson, 2001; Suiter et al., 2016). However, 
less is known about student experiences 
within these courses. What aspects of these 
courses do students attribute to facilitating 
or detracting from their learning? Given that 
applied evaluation courses bridge formal 
and informal stages of graduate student 
development, what balance of structured 
and self-directed activities best serves the 
student’s learning process? How do students 

experience the disequilibrium of applying 
their learning in real time, real life scenarios 
(Warner, 2020), and are there ways instruc-
tors can better scaffold their development 
through that process? This study begins to 
answer these questions through an analysis 
of 5 years of student evaluations from an 
applied evaluation course, as well as critical 
reflections from course instructors.

Course Description

The course is taught as one of the core skills 
courses available to students in a commu-
nity development master’s program. The 
goal of the program is to prepare students 
for management- and leadership-level po-
sitions in local government and nonprofit 
organizations that work to effect change at 
the community level. In any given semes-
ter, roughly a third of the students in the 
evaluation course are enrolled in the com-
munity development program; the other 
students come from across the university 
and represent other master’s and doctoral 
programs such as public health, interna-
tional education, organizational leadership, 
child studies, and economic development. 
The diversity of perspectives, experiences, 
career goals, and research methods knowl-
edge and preparation that students bring to 
the course is one of the greatest strengths 
of the course as well as being one of the 
aspects of the course that is most difficult 
to channel and manage. A shared inter-
est among students, however, is interest 
in gaining skills and knowledge that are 
relevant to real-world problems, and are 
developed through real-world engagement. 
This course was developed to attend to those 
interests, as well as to provide a resource 
for the many local organizations that had 
identified program evaluation needs, but 
no budget or access to an evaluator to meet 
them. Thus, the overarching goals of the 
course are twofold: (1) developing evaluation 
knowledge, skills, and capacity in students 
who will (likely) eventually work in public 
service organizations and (2) developing 
evaluation knowledge and skills in local or-
ganizations that are interested in building 
their evaluation capacity.

Each semester, the lead author sends an 
email invitation to local community-based 
organizations through personal contacts and 
electronic mailing lists inviting organiza-
tions to apply to participate in the evalu-
ation course for the upcoming semester. 
Applicants are asked to describe their or-
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ganization’s mission, describe their pro-
gram evaluation need, indicate the person 
in the organization who will attend classes, 
and confirm that that person will be able 
to attend all courses of the semester. The 
lead author then selects five to seven or-
ganizations per semester to participate (the 
number of organizations is dictated by the 
number of students enrolled in the course at 
the time). Once organizations are selected, 
the students who will be taking the course 
are then invited to rank the organizations 
with which they would most like to work, 
and the instructor matches students with 
organizations to form project groups. Each 
project group consists of three to five stu-
dents and one community partner. All stu-
dents and community partners participate 
in weekly synchronous class sessions, where 
time is divided between instructor-led lec-
ture and large-group discussion, followed 
by time for applied work in project-based 
teams. The instructor circulates and con-
sults with all teams, and provides one in-
depth consultation session to all teams 
toward the end of the term. The groups 
work together throughout the semester to 
develop an evaluation plan and accompany-
ing tools (e.g., sampling plan, data collec-
tion tools and timelines, data management 
tools and/or strategies) that the community 
organization can implement after the course 
is over. The course has been taught using 
this format five times over the course of 5 
years. During this time, the instructor has 
made some changes to assigned readings 
and updated lectures to provide updated 
examples and references; however, the core 
content, approach, and assignments have 
remained the same. The same lead instruc-
tor has taught the course each time, twice 
with a graduate student TA and three times 
without one.

A more thorough description of the course, 
as well as findings from a small qualitative 
study conducted with students and com-
munity participants the first semester the 
course was taught, can be found elsewhere 
(Suiter et al., 2016). Likewise, the outcomes 
of the course related to evaluation capacity-
building in the participating community-
based organizations are forthcoming (Suiter 
et al., 2020). The purpose of this article is to 
examine students’ perceptions of their own 
learning and perspectives on the course.

Methods

This course was taught in Fall 2014, Spring 

2016, Spring 2018, Fall 2018, and Spring 
2019. Data for this study were collected 
using the course evaluations that students 
complete at the end of each semester. 
Methodologically, course evaluations are ac-
knowledged as a rich source for gaining in-
sight regarding student experiences within 
a course, what they are learning, and how a 
course might be improved (Benton & Ryalls, 
2016; Medina et al., 2019). In addition to 
course evaluation data, administrative data 
about students (e.g., number of students per 
semester, students’ degree programs) were 
used to inform richer descriptions of the 
study participants.

Study Participants

Students who participated in the program 
evaluation course came from 11 different 
programs across the university. The course 
is designed and offered as a master’s level 
course, and so the vast majority of students, 
109 (94%), were master’s students, and 
seven (6%) students were doctoral students. 
The course enrollment target is 20 for each 
semester, and course enrollment was rela-
tively stable over time (25, 22, 19, 27, 25). 
Due to the anonymity of course evaluations, 
there is no way to know if there were trends 
in responses based on a student’s program, 
year in school, or other demographic fac-
tors. Response rates for course evaluations 
ranged from 52% to 68% in any given se-
mester, which is consistent with the uni-
versity’s average.

Data Collection

At the end of each semester, students are 
invited to complete course evaluations that 
contain a standard battery of quantitative 
and qualitative items. The evaluations are 
typically completed sometime within the 
last 2 weeks of class, are anonymous, and 
are released to the instructor of the course 
after all grades for the semester have been 
submitted. The university sends the link 
to complete course evaluations to students 
via their university email; however, the in-
structor informs students during class time 
that the course evaluations are coming, 
and encourages students to submit course 
evaluations. The instructor informs students 
that she reads and heeds course evalua-
tions, both to improve her own teaching 
practice (Boysen, 2016), and to understand 
students’ experiences with the course and 
how it might be improved, expanded, or 
replicated (Medina et al., 2019). We were 
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able to access course evaluation data from 
all five semesters of the course. During the 
2017 school year, the university changed 
its course evaluation system and adopted 
slightly different question prompts, which 
had implications for our coding strategy. In 
Fall 2014 and Spring 2016, students were 
prompted to describe the weakest feature of 
the course, suggestions for improvement of 
the course, and suggestions for the instruc-
tor to improve their teaching style. In Spring 
2018, Fall 2018, and Spring 2019, students 
were asked about the elements of the course 
that most contributed to their learning, im-
provements to the course they would rec-
ommend, and were given a space to include 
any additional comments about the course. 
Quantitative assessments of the course were 
available only after the 2017 change (i.e., for 
the Fall 2018, Spring 2018, and Spring 2019 
semesters). The quantitative assessments of 
the course are summarized in the Findings 
section, but for the purposes of this study, 
we focused most of our analysis on the qual-
itative items, as they provide a richer source 
of data in terms of what students did and did 
not think was beneficial about the course, 
or what could be improved. Because course 
evaluations are submitted anonymously, use 
of these data for the purposes of this article 
was granted exempt status by the Vanderbilt 
Institutional Review Board.

Analysis

The first author compiled all available dei-
dentified copies of course evaluations and 
shared them with the second author over a 
secure university server. The second author 
conducted a thematic analysis of the data 
(Braun & Clarke, 2012) by drawing on the 
course evaluation prompts to develop ini-
tial thematic domains. We then analyzed 
the data in NVivo (Version 12) to generate 
an iterative codebook by applying induc-
tive codes to the data. The second author 
then discussed the inductive codes with the 
first author, who served as a critical friend 
(Kember et al., 1997). Specifically, the first 
author served as a sounding board for the 
second author’s suggested coding scheme: 
listening, suggesting alternative explana-
tions, and helping focus the analysis. For 
example, the analysis initially included sug-
gestions from a few students who said they 
would have liked to implement an evalua-
tion in the course rather than design one. 
Although this is an important consideration 
for course design and offerings more gen-
erally, it tells us less about the students’ 

experiences within the course and was 
thus omitted as a code. After this discus-
sion, the codebook was revised and orga-
nized into overall themes that fell within 
the domains constructed by the course 
evaluation prompts: course strengths and 
course suggestions. We organized codes 
within our thematic frame, with particular 
attention to the pedagogical links between 
many of the course strengths and weak-
nesses. This round of coding revealed three 
pedagogical and instructional practices 
from the curriculum that were present in 
both the course strengths and course sug-
gestions domains: experiential education, 
interdisciplinary collaboration, and com-
munity partnerships. The second author 
then coded each instructional practice to 
capture students’ self-reported affective 
responses to each central theme. Instances 
in which an instructional practice supported 
students’ learning were coded as positive, 
and instances in which a practice hindered 
learning were coded as negative. This round 
of coding also revealed several nuanced 
responses in which students described 
struggling with a particular instructional 
practice while understanding the value of 
that practice to support their learning. These 
instances were coded separately. In report-
ing quotations in our findings below, we 
indicate the semester from which the data 
originated to demonstrate the reliance on 
multiple participants. Because the evalua-
tions are anonymous, it is not possible to 
attribute the data to a particular student or 
student attributes, which is often done when 
reporting qualitative research. Instead, we 
report the respondent number and semes-
ter date by each quote (e.g., Respondent 5, 
Spring 2016) to demonstrate our efforts to 
include as many student voices as possible 
when reporting the data.

The authors’ distinct relationships to the 
course reflexively sparked our interest in 
this inquiry and informed our investiga-
tion. As described by Etherington (2004), 
researcher reflexivity is “the capacity of the 
researcher to acknowledge how their own 
experiences and contexts (which might be 
fluid and changing) inform the process and 
outcomes of inquiry” (p. 19). The first author 
of this article was the course instructor, the 
second author was a student in the course, 
and the third author was the graduate 
teaching assistant for the course, who has 
since completed her degree and replicated 
this course at another university. These 
varied roles provided different entry points 
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into the focus of this study: understanding 
how challenge and ambiguity function in the 
context of evaluation learning.

Findings

Student assessments of the course were 
generally positive (Table 1), indicating that 
course content and assignments aligned 
with the course goals, and that the course 
helped students appreciate the significance 
of program evaluation as an academic and 
professional field. Perhaps most importantly 
for the purposes of this study, 91% of stu-
dents across all years indicated that the 
course helped them make connections be-
tween the context of the course and broader 
personal and professional goals.

Results from our qualitative analysis of 
course evaluation responses demonstrate 
the strengths and limitations of engaging 
graduate students and community partners 
in an applied, interdisciplinary program 
evaluation course. In what follows, we out-
line participants’ perceptions of their learn-

ing experiences in this course. Interestingly, 
the three instructional and pedagogical ap-
proaches that students found most central 
to their learning—experiential education, 
interdisciplinary collaboration, and com-
munity partnerships—are the same learning 
contexts that students found most difficult 
to navigate. Table 2 outlines the frequency 
with which the 81 students in our sample 
mentioned experiential learning, interdisci-
plinary collaboration, and community part-
nerships in their course evaluations, along 
with their affective response to each theme. 
“Overall” codes indicate that the topic was 
mentioned at all (positively, negatively, or 
both) by students in the qualitative por-
tion of the course evaluations. “Positive” 
codes indicate that the student identified 
that particular theme as supportive of their 
learning, and “negative” codes indicate that 
the student identified the theme as some-
thing that caused discomfort or frustration. 
“Both” codes indicate instances in which the 
student offered, within the same comment, 
more nuanced interpretations of how these 

Table 1. Response Rates and Select Quantitative Items  
From Course Evaluations 2014–2019 

Course evaluation domain Fall 
2014

Spring 
2016

Spring 
2018

Fall 
2018

Spring 
2019

All 
years

Number of students enrolled in course 25 21 27 19 25 117

Course evaluation response rate 75% 85% 52% 68% 64% 69%

% responding “Agree” or “Strongly Agree” to the following prompts:1

This course helped me appreciate the 
significance of the subject matter.

Not included 
in course 

evaluations
86% 92% 94% 91%

The components of this course, such as 
activities, assessments, and assignments, were 
consistent with the course goals.

Not included 
in course 

evaluations
100% 92% 100% 98%

This course helped me consider connections 
between course material and other areas of my 
personal, academic, or professional life.

Not included 
in course 

evaluations
93% 92% 88% 91%

% responding “Very Good” or “Excellent” to the following prompt:2

Overall, the course was:
Not included 

in course 
evaluations

78% 69% 81% 77%

Note. 1 Response options included Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree.
2 Response options included Poor, Fair, Good, Very Good, Excellent. 
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practices served to complicate and enhance 
their learning in the course.

Experiential Education

Many students noted that the experiential 
nature of the course had important impli-
cations for their learning. They noted the 
importance of “being able to practice the 
skills we learned about” (Respondent 1, 
Spring 2019), “complete work that [was] in 
line with program evaluation” (Respondent 
3, Fall 2018), and “apply the skills we were 
learning” (Respondent 3, Spring 2016) in 
grasping the course concepts. Much of the 
applied nature of the course was rooted in 
generating a multistep program evaluation 
plan that groups constructed with their 
community partner over the course of the 
semester. This project served an instruc-
tional purpose through offering students 
scaffolded practice in developing technical 
evaluation skills and resulted in a com-
prehensive evaluation plan that could be 
implemented by the community partner. 
One student reflected on how this project 
shaped her group’s learning by noting that 
it “helped [us] review course materials and 
understand what concepts are most impor-
tant and applicable” (Respondent 3, Spring 
2019). This was particularly salient for stu-
dents who expressed an interest in continu-
ing to work with nonprofits to carry out the 

evaluations that they had designed, as the 
course served as a catalyst for meaningful 
partnership development.

Despite a consensus among students that 
this experiential approach to evaluator 
training was unique and generative, stu-
dents often admitted missing the “organi-
zation and structure” (Respondent 2, Fall 
2018) of traditional graduate classes. As 
they were in an applied, community-based 
course, students were tasked with respon-
sibly addressing a range of difficult practi-
cal problems while gaining basic technical 
competencies. As students learned that 
evaluators are often tasked with navigating 
complex institutional structures, defin-
ing and measuring change, and balancing 
methodological rigor with organizational 
capacity, they were met with many of the 
same real-word challenges and tasked with 
“critically applying new skills as they were 
being taught” (Respondent 2, Fall 2014). 
The approach to evaluation training lever-
aged in this course included several factors 
that were challenging to students, including 
a fixed time span, limited instructor-derived 
requirements, and complex group dynamics.

In their course evaluations, some students 
offered suggestions to mitigate the ambi-
guity inherent in this learning experience. 
Suggestions referenced the pace of the 

Table 2. Frequency of Assigned Coding Across Themes

Theme Assigned coding Frequency % of all 
responses

Frequency % 
within theme

Experiential education

Overall 48% 100%

Positive 30% 63%

Negative 14% 29%

Both 4% 11%

Interdisciplinary collaboration

Overall 41% 100%

Positive 17% 42%

Negative 17% 42%

Both 6% 16%

Community partnerships

Overall 68% 100%

Positive 46% 67%

Negative 15% 22%

Both 7% 11%
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course, noting that they “move very quickly 
through the semester,” which made it dif-
ficult to “dig deep” into the course concepts 
(Respondent 1, Spring 2018). Some asked for 
a more hands-on pedagogical approach from 
the instructor, as they missed the uniform 
“course design and guidance on the deliv-
erables” (Respondent 11, Spring 2019) that 
are offered in traditional coursework. One 
student suggested scaling back the experi-
ential nature of the class in order to facili-
tate time for concept mastery before groups 
applied their learning to their evaluation 
plan through having future participants 
“learn the necessary skills/tools during the 
first few weeks and get practice applying 
with scenarios, [and] after receiving the 
basic skills then allowing clients to come 
in and apply with more feedback and over-
sight from [the] instructor” (Respondent 6, 
Spring 2019). Similarly, one student shared 
a belief that the pacing negatively impacted 
their progress in the course:

Towards the end of the course, it 
felt a bit rushed to develop a data 
management and analysis plan. It 
was also difficult to develop quali-
tative and quantitative evaluation 
instruments in one course period. 
Having more time to work on these 
sections would help in more thor-
oughly understanding the material. 
(Respondent 10, Spring 2018)

Other students shared the sentiment that 
the course felt “rushed” but attributed this 
feeling to their own practitioner identity de-
velopment and the learning curve they were 
faced with in the beginning of the course. 
They offered process-oriented critiques of 
their own evaluation practice, noting that 
they would have benefited from “starting 
to think earlier about how all of the pieces 
for the final project will fit together, having 
our one-on-one group meetings with [the 
instructor] much closer to the final project 
date so we can ask for help” (Respondent 
4, Fall 2018). Overall, within these critiques 
of the complexities of experiential learn-
ing, students demonstrated a nuanced un-
derstanding of what is and is not possible 
within a single program evaluation training 
course, as “the nature of program evalua-
tion makes it difficult to cover all the bases 
in one semester” (Respondent 5, Spring 
2016).

Interdisciplinary Collaboration

Disciplinary and programmatic diversity in 
the course was an often-cited contributor to 
students’ perceived growth. Many students 
noted that they benefited from working with 
others from across the university to create 
an evaluation plan that would benefit their 
community partner. Students appreci-
ated having a portion of each 3-hour class 
period devoted exclusively to carrying out 
group work with their community partner 
present, noting that “allowance of class 
time made the work load more manage-
able” (Respondent 5, Spring 2019) and gave 
groups space to “actively consider the topic 
in relation to the [partnering] programs” 
(Respondent 10, Spring 2016), as content 
covered in each class session was immedi-
ately applied to the community-based orga-
nization being evaluated. For example, when 
the topic of logic modeling was introduced 
in class, students spent their group time in 
“collaboration with our organization’s rep-
resentatives” (Respondent 13, Fall 2018) to 
translate insights about their organization 
into a visual model of how that group func-
tions to achieve their goals. Many students 
commented on the value of bringing mul-
tiple perspectives to bear to support their 
community partner. One student described 
the richness of their collective experience 
in this way:

The group setting of the class is very 
helpful to learning. Though we are 
situated within the larger class, it 
is extremely helpful to work on as-
signments and work through things 
that may have been misunderstood 
or perspectives that may not have 
been considered. (Respondent 3, 
Spring 2019)

This opportunity to bring a range of per-
spectives into an evaluation plan speaks to 
a push in the field to promote interpersonal 
skills and competencies within evaluation 
training, as employers increasingly seek 
out candidates with a commitment to and 
confidence in collaboration.

Despite the demonstrated benefits of in-
terdisciplinary learning, course evaluations 
revealed a range of tensions that arose 
within groups. Much of the intragroup con-
flict was rooted in role clarity and varying 
levels of experience among group members. 
Interestingly, students with more and less 
evaluation experience both spoke to this 
tension as a barrier to their development. 
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For example, one novice evaluator shared 
that they felt “dragged through certain 
things by more knowledgeable students in 
[their] group” (Respondent 12, Spring 2018). 
In their course evaluation, they described 
the perceived implications of being a relative 
novice in the group on their development as 
an evaluation practitioner:

I feel like I could participate in a 
program evaluation moving for-
ward, but am not sure if I could 
successfully lead one in an organi-
zation because there were tasks that 
were given to people who were al-
ready highly skilled in certain areas, 
rather than allowing for growth of 
other members in our group due 
to time constraints. I still feel like 
what I learned was a huge asset to 
my skills, but wonder if this could 
be addressed on the front-end by 
the instructor when groups begin 
developing group norms the first 
week. (Respondent 12, Spring 2018)

This student struggled to apply skills they 
were developing in the course, allowing 
more practiced group members to take the 
lead at the expense of their own experiential 
education. Given that this was an introduc-
tory course, some professional students with 
previous evaluation and research experience 
struggled to remain engaged in technical 
training instruction, noting frustration with 
members of their group “not understand-
ing basic concepts (how to write, basic logic, 
research methods)” (Respondent 2, Spring 
2018). One student described their percep-
tion of the impact that working in a group 
with differing levels of experience had on 
quality of their final evaluation plan:

It was always a struggle to wait 
for everyone to figure out the basic 
principles behind an assignment. 
We never got work done in class, 
and the outside work individuals did 
was sloppy. I am really embarrassed 
by our work. That being said, this 
has been a huge learning experience 
for me in terms of how I work with 
groups. This is my first time having 
a negative working experience, and 
I think having it will likely make me 
a better practitioner (and evaluator). 
(Respondent 2, Spring 2018)

Although students who shared their frustra-
tions with their group members candidly in 

their course evaluations represent a small 
minority of course participants, their con-
tributions illuminate an important instruc-
tional challenge inherent in group work in 
general, and interdisciplinary coursework in 
particular.

Community Partnerships

Across semesters, the aspect of the course 
that students most often cited as the pri-
mary contributor to their learning was the 
opportunity for close collaboration with 
community partners, as it “made the work 
[they] did feel more significant and relevant 
than work in other classes” (Respondent 8, 
Spring 2016). Creating a program evalua-
tion effectively “turned classwork into real 
world work” (Respondent 6, Spring 2016) 
and offered students a space to enact an 
evaluator identity as they worked to deliver 
an actionable product to their community 
partner. Students adjusted their level of 
engagement in the project accordingly, 
noting that “doing an actual program evalu-
ation for an actual community partner gave 
[them] a level of commitment and buy-in 
[they] might not otherwise have had for just 
a grade” (Respondent 10, Spring 2016).

Through this university–community part-
nership, students found that “having the 
community partners in the room was ex-
ceptionally helpful for building a collab-
orative relationship” (Respondent 7, Spring 
2016). Having community partners present 
provided for constant member-checking of 
students’ evaluation plans, as community 
partners could speak to their organizations’ 
goals, values, and capacity. Students appre-
ciated that by “working with local organi-
zations to develop tools that will be useful 
to them” (Respondent 7, Spring 2018) both 
parties benefited, noting that the “course 
work [was] extremely practical and benefi-
cial, not only for students but (from what 
I gathered) for the community partners as 
well” (Respondent 5, Spring 2016). Students 
viewed these partnerships as a way to build 
skills beyond those covered in the sylla-
bus, including a deeper understanding of 
“nonprofit organizations and development 
thereof” (Respondent 8, Spring 2018). They 
also saw these partnerships as spaces for 
networking and career development through 
“build[ing] a strong relationship with our 
community partner, which has lent itself to 
future opportunities” (Respondent 5, Spring 
2019).

Despite largely positive experiences between 
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groups and their community partners, a 
small subset of students reported barriers 
to success that stemmed from limitations 
of the community-based organization or 
the community partner. For example, a few 
students noted programmatic limitations 
that made it difficult to make a complete 
evaluation plan. Critiques of this nature 
were rooted in the perceived absence of 
an “existing, robust program to evaluate” 
(Respondent 4, Spring 2018). This vari-
ability extended to the readiness of the 
participating community partner, who was 
sent from the community-based organiza-
tion to represent its evaluation needs and 
capacity. For example, a student observed 
that the relative level of readiness among 
partners contributed to “a lot of variation in 
the workload between groups—some com-
munity partners had clear goals and brought 
in materials and some were quite vague with 
no materials” (Respondent 10, Spring 2019). 
Additionally, one student shared that “rely-
ing on a community stakeholder for infor-
mation and guidance was often difficult” 
(Respondent 10, Spring 2016), and another 
felt that their partner “was not very orga-
nized or prepared” (Respondent 7, Spring 
2016). We noted one critique that addressed 
an important limitation in developing 
generative community partnerships: orga-
nizational power. Although organizations 
were asked to nominate staff in leadership 
positions to participate in the class, this was 
not always a possibility. In those instances, 
students sometimes questioned the abil-
ity of the community partner to guide the 
development of an evaluation plan that was 
aligned with organizational priorities, and 
thus likely to be implemented by organi-
zational leadership. As one student noted, 
without “enough organizational authority to 
answer questions on what they were looking 
for” (Respondent 10, Spring 2019), it was 
difficult for community partners to commu-
nicate the organization’s needs and goals to 
their team of evaluators.

Finally, as groups spend most of their 
time addressing the distinct needs of their 
community partner, several students de-
scribed “feeling siloed in [their] group” 
(Respondent 3, Spring 2016) and desired 
more opportunities to “share across group 
projects during the semester” (Respondent 
10, Fall 2018). One student shared the way 
that “limited interaction with students out-
side of [their] group” (Respondent 4, Spring 
2016) impacted their ability to provide a 
high-quality evaluation plan to their com-

munity partner:

Not having an opportunity to catch 
up with the other groups about 
their own program evaluation led 
to relatively minor weaknesses . . . 
it would be nice to hear about how 
[other groups are] navigating hur-
dles or coming up with great ideas. 
(Respondent 7, Spring 2016)

Although organizational siloing can provide 
direction and keep professionals focused on 
addressing one task well, students’ course 
evaluations pointed to the ways that silo-
ing and infrequent interaction among the 
different project teams may have inhibited 
creative problem-solving and innovation.

Discussion

We began this article discussing the impor-
tance of evaluation training opportunities 
that combine the hard and soft skills of eval-
uation (Dewey et al., 2008; Galport & Azzam, 
2017; King et al., 2001; Russ-Eft et al., 2008) 
and engage students across a range of dis-
ciplines (Bakken et al., 2014; Davis, 2006). 
This course provides one such opportunity, 
and we used students’ course evaluation 
data to investigate their experiences, as 
well as the short-term effects of the course 
on their learning and professional devel-
opment. The course encouraged students 
to straddle the formal and informal stages 
of professional development (Weidman et 
al., 2001), and—as noted in scholarship on 
experiential learning in graduate educa-
tion—emerging professionalism produced 
discomfort along with feelings of accom-
plishment and success (O’Meara, 2008). 
Part of what makes real-world scenarios so 
generative for teaching and learning is their 
complexity, which results in a tension be-
tween giving students what they want (e.g., 
order, sense of control, linear progression) 
and what may ultimately help better prepare 
them for practice (e.g., ambiguity, trial and 
error, immersive practice; Warner, 2020). 
This course supports evaluation knowledge 
and skill building among graduate stu-
dents with diverse professional interests 
while supporting evaluation capacity in 
local community-based organizations. The 
course functions as both a traditional course 
and a practice space. Although many mark-
ers of the traditional classroom remain (e.g., 
course texts, summative assessments), the 
inclusion of community partners required 
students to enact an evaluator identity and 
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create a work product with real-world im-
plications. In this hybrid space, there was 
an expectation that learning would involve 
struggle and would at times be uncomfort-
able and messy. Ultimately, students found 
that learning is often animated by this dif-
ficulty.

Although the ambiguity that students 
noted in their course evaluations could be 
mitigated by additional scaffolding asso-
ciated with the traditional classroom, we 
believe that scaling back the experiential 
and emergent nature of the course would 
disrupt students’ ability to enact a learner 
identity and an evaluator identity iteratively 
as the course progresses. Additionally, we 
maintain that the tension students describe 
regarding their own developing expertise 
and finite resources is salient in real-world 
evaluation practice, and is therefore genera-
tive for students of evaluation to experience 
within instructional settings.

Many of the ambiguities students detailed 
in their course evaluations are consistent 
with authentic learning and the develop-
ment of an evaluation practitioner identity 
(Brown, 1985). As students gained creative 
confidence, they experienced a shift in their 
perception of learning in the course. For 
example, some students suggested a stan-
dardized, instructor-driven team-building 
process early in the course to ensure that 
all students are able to “lead [an evaluation] 
in an organization” (Respondent 12, Spring 
2018). However, these same students’ eval-
uations reflect that they ultimately under-
stood the course model to provide an impor-
tant cross-training opportunity that allowed 
students to engage with experienced others 
in structured practice as a modality for so-
cialization (LaVelle & Donaldson, 2010). In 
this way, the course offered a unique evalu-
ator socialization opportunity and had real 
implications for practice, which ultimately 
shifted students’ orientation to the work.

Limitations

An important limitation of this study derives 
from the fact that course evaluation data is 
collected at the end of the semester, imme-
diately after students have participated in 
the evaluation class. Consequently, we were 
not able to test for things such as the du-
rability of the hard and soft skills students 
learned in the course, or if students made 
sense of the experience differently after 
having entered the workplace. Although 
tracking students after graduation is diffi-

cult, subsequent studies could contact stu-
dents once they are 1 or 2 years out of their 
respective programs to investigate such 
questions as whether they use evaluation in 
their current job, what contributions they 
believe the course made to their evaluation 
practice, and whether their perspectives on 
the nature of the course—especially aspects 
of the course that students found challeng-
ing—had changed over time.

An additional limitation comes from the 
response rates to the course evaluations. 
Although they were on par with university 
averages and represent acceptable response 
rates in general for survey research, it is 
nevertheless true that 31% of students who 
took the course did not provide feedback. 
We therefore lack the perspectives of those 
students, who might or might not have had 
similar experiences and opinions regarding 
the course. Finally, there is a question of 
whether students are prepared, immedi-
ately following a course, to assess its value 
(Deslauriers et al., 2019). Certainly, the 
advantages and disadvantages of various 
content and forms of learning may emerge 
or become visible to students only long after 
the course is complete (Boud & Falchikov, 
2006; Deslauriers et al., 2019). Despite this 
potential limitation, we trust students’ abil-
ity to assess their learning and experiences, 
and regard them as an essential source of 
information in evaluating the pedagogical 
value of the course (Benton & Ryalls, 2016; 
Medina et al., 2019).

Conclusion and Implications for 
Teaching Evaluation

In this study, we used student course evalu-
ation data to assess student experiences 
with an applied program evaluation course 
and further the scholarship of teaching 
evaluation, especially teaching evaluation 
through community-engaged and project-
based learning formats. In our own teaching 
practice, we also plan to use student course 
evaluation data to inform improvements in 
the course. We share these implications for 
our own practice as an entry point into sug-
gesting implications for teaching evaluation 
more generally.

First, we believe that forecasting the tension 
that students might experience, as well as 
providing more transparency about why and 
how the course is designed, could help stu-
dents understand the structure and activities 
of the course. For example, telling students 
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from the beginning of the course that the 
necessary ambiguity of real-world practice 
was likely to produce some anxiety and/or 
discomfort, and that educational research as 
well as our data show that such discomfort 
can be productive, might help to lessen the 
anxiety students feel. Second, the feedback 
on group process has made us realize that 
guiding students in establishing good group 
process and norms at the beginning of the 
course—and continuing to check in with 
students about it throughout the course—
is an essential aspect of facilitating group 
learning. We are exploring literature on the 
design of interdisciplinary teams in order to 
ensure we are providing optimal conditions 
for group functioning (Choi & Pak, 2007). 
Third, student feedback as well as our own 
reflections on the fitness of various com-
munity partners has given us a better sense 
of the types of community partners who are 
best positioned to contribute to and ben-
efit from this course. Specifically, the best 
community partners are those who can send 
organizational leaders with enough power to 

guide and implement an evaluation, those 
with a clearly articulated program evalua-
tion need, and those who are able to explain 
the work of their organization in a straight-
forward manner.

This study allows us to better understand 
student experiences and perspectives on 
participation in a community-engaged, 
project-based evaluation course. The 
qualitative research strategy allowed us 
to observe and relay the complicated and 
sometimes contradictory nature of student 
experiences—specifically that the best and 
worst parts of the course were often the 
same things. Importantly, these “contradic-
tions” were not only experienced between 
students (meaning, some students liked 
aspects of the course that others did not), 
but also experienced within individual stu-
dents throughout the course of the class. 
Ultimately, given just enough support and 
scaffolding, students’ struggles animate 
their learning.
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